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Algorithmic decision-making 

Machine Learning (ML) systems are widely used to make decisions that affect people's lives.

Voices, faces, and emotions are classified, lives are depicted by automated statistical models and on this
basis, it is decided whether one should be freed or detained in prison, hired for a job or fired, admitted to
a college or rejected, allowed to receive a loan or denied one.

Basing such decisions on ML systems – which trace correlations of any kind, having no access to
meaning and context – of course expose people to all sorts of discrimination, abuse, and harm.

D. Tafani, What’s wrong with “AI ethics” narratives, in «Bollettino telematico di filosofia politica», 2022, pp. 1-22 (forthcoming)
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The seductive diversion of AI bias

J. Powles, H. Nissenbaum, The Seductive Diversion of ‘Solving’ Bias in Artificial Intelligence, in «OneZero», December 7, 2018.
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J. Powles, H. Nissenbaum, The Seductive Diversion of ‘Solving’ Bias in Artificial Intelligence, in «OneZero», December 7, 2018.

“The rise of Apple, Amazon, Alphabet, Microsoft, and Facebook as the world’s most valuable
companies has been accompanied by two linked narratives about technology.

One is about artificial intelligence — the golden promise and hard sell of these companies. A.I. is
presented as a potent, pervasive, unstoppable force to solve our biggest problems, even though it’s
essentially just about finding patterns in vast quantities of data.

The second story is that A.I. has a problem: bias.

The tales of bias are legion: online ads that show men higher-paying jobs; delivery services that
skip poor neighborhoods; facial recognition systems that fail people of color; recruitment tools that
invisibly filter out women. A problematic self-righteousness surrounds these reports: Through
quantification, of course we see the world we already inhabit. Yet each time, there is a sense of
shock and awe and a detachment from affected communities in the discovery that systems driven
by data about our world replicate and amplify racial, gender, and class inequality.”

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study
https://www.bloomberg.com/graphics/2016-amazon-same-day/
https://www.economist.com/news/science-and-technology/21737014-biased-training-probably-blame-computer-programs-recognise-white-men-better
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
http://www.californialawreview.org/wp-content/uploads/2016/06/2Barocas-Selbst.pdf
https://us.macmillan.com/books/9781250074317
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“The tales of bias are legion”
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Brian Christian, The alignment problem. Machine Learning and Human Values, Norton, 2020.
https://code.google.com/archive/p/word2vec/

Word2vec

https://code.google.com/archive/p/word2vec/


This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

Master programmes in Artificial

Intelligence 4 Careers in Europe

8

Brian Christian, The alignment problem. Machine Learning and Human Values, Norton, 2020.
https://code.google.com/archive/p/word2vec/

Word2vec

https://code.google.com/archive/p/word2vec/
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https://code.google.com/archive/p/word2vec/

Brian Christian, The alignment problem. Machine Learning and Human Values, Norton, 2020

https://code.google.com/archive/p/word2vec/
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https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G
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https://www.theverge.com/c/22444020/chicago-pd-predictive-policing-heat-list

https://www.theverge.com/c/22444020/chicago-pd-predictive-policing-heat-list
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https://algorithmwatch.org/en/google-vision-racism/
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The Shirley cards

https://www.fiftytimesaroundthesun.com/2020/06/22/the-shirley-cards/
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L. Roth, Looking at Shirley, the Ultimate Norm: Colour Balance, Image Technologies, and Cognitive Equity, in «Canadian Journal of
Communication», 34, 2009, pp. 111-136, https://cjc-online.ca/index.php/journal/article/view/2196/2055

https://cjc-online.ca/index.php/journal/article/view/2196/2055


This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

Master programmes in Artificial

Intelligence 4 Careers in Europe

22

https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/

https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/
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https://www.unwomen.org/en/news/stories/2013/10/women-should-ads

https://www.unwomen.org/en/news/stories/2013/10/women-should-ads
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L. Floridi, Massimo Chiriatti, GPT-3: Its Nature, Scope, Limits, and Consequences, in «Minds and Machines», 30, 2020, pp. 681–694,
https://link.springer.com/content/pdf/10.1007/s11023-020-09548-1.pdf

GPT-3

https://link.springer.com/content/pdf/10.1007/s11023-020-09548-1.pdf
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or total nonsense?
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Algorithmic decisions replicate, by automating them, the discriminations and inequalities of the
past, and at the same time, since their models are based on mere correlations, they generate new
and unpredictable discriminations on the basis of irrelevant factors.

It may happen to someone, for example, to access a loan at a very high interest rate because he
buys the same brand of beer as insolvent debtors, or to be discarded, in a recruitment process,
just because he wore glasses and this made him being classified as much less conscientious than
if he didn’t.

These discriminations against “algorithmic groups” are not foreseen by law, because of
their total nonsense. A normal human being would not discriminate sad teenagers, video
gamers or dog owners, nor even more nonsensical groups, created on the basis of characteristics,
such as the configurations of pixels in a photo or the mere order in which data are presented,
that are not meaningfully ascribable to individuals and on the basis of which, instead,
differential treatment can take place.

D. Tafani, What’s wrong with “AI ethics” narratives, in «Bollettino telematico di filosofia politica», 2022, pp. 1-22 (forthcoming)
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On the questionable use of Artificial Intelligence for job applications

https://interaktiv.br.de/ki-bewerbung/en/

https://interaktiv.br.de/ki-bewerbung/en/
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https://www.hbs.edu/managing-the-future-of-work/Documents/research/hiddenworkers09032021.pdf
https://productivityhub.org/2021/09/07/automated-hiring-software-is-mistakenly-rejecting-millions-of-viable-job-candidates/

https://www.hbs.edu/managing-the-future-of-work/Documents/research/hiddenworkers09032021.pdf
https://productivityhub.org/2021/09/07/automated-hiring-software-is-mistakenly-rejecting-millions-of-viable-job-candidates/
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Shortcuts to AI and ethical debt                                   
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “‘technology’ does not refer just to an algorithm but rather to the complex of people, norms, algorithms, data,
and infrastructure that are required for any of these services to exist” [“services powered by artificial
intelligence” which “include ubiquitous and often invisible software agents that make personalized decisions”].

• Concerns about “the widespread deployment of services powered by artificial intelligence” (“statistical data-
driven systems based on the web”) should not be “treated as design flaws that can be separately addressed”.

• Technical debt: “notion used in software engineering to describe the additional cost that will have to be paid
in the future as the result of taking a shortcut when developing a software system. It was introduced in 1992 by
Ward Cunningham […]. Taking shortcuts essentially borrows from the future when essential rework will be
needed.

• Ethical debt: “cost of reworking the systems into a state that is compliant with current social expectations”; “”
a technical debt where the future costs are not due to technical sustainability issues but to the need to address
ethical issues such as externalities imposed on the users.”

Ethical debt
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

“AI is the story of how we avoided building expensive models of phenomena that we do not
yet understand, such as language and vision, contenting ourselves with just emulating specific
“skills” (such as spell checking or handwriting recognition) by exploiting statistical correlations
found in large masses of data. Machine-learning algorithms and large masses of data could be used
to find those valuable patterns.

This shifted the focus of researchers away from modeling the behavior or skill to be implemented
(perhaps by understanding its underlying mechanisms) and toward securing vast amounts of
observations of that behavior, which could be used as training data for statistical learning algorithms.”

Shortcuts to AI 
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “we no longer value the reason why the decision is made, so long as the action it generates is appropriate.
Predictions count more than explanations, knowing “what” counts more than knowing “why””;

• “a focus on establishing and exploiting causal links was replaced by a focus on establishing and exploiting
correlational links”;

• “While this shortcut saves the enormous cost of understanding and explicit modeling, it creates another cost—
that of sourcing vast masses of relevant training data—and there is no reason a priori to expect that this
cost should be any smaller. Generating, curating and annotating high quality data is a significant expense in
several industries—for example, in drug testing. This cost was also bypassed by the AI industry.”

Shortcut n. 1: “correlation is enough” 
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “Data gathered from the wild has been crucial in the design of object recognition systems, face recognition,
machine translation, and so on. The ubiquitous word embeddings that allow us to represent the meaning of
words before we process them are also all learned from data gathered from the wild.”

• “Having replaced modeling with data and replaced generating data with collecting it from the wild takes AI
designers very close to a free lunch—but not quite all the way there. Often a learning algorithm needs to be told
what to do, and this comes in the form of supervision.”

Shortcut n. 2: “data from the wild”

“The first lesson of web-scale learning is to use available data rather than hoping for annotated data which
is not available. For example we find that useful semantic relationships can be learned from the statistics
of web queries, or from the accumulated evidence of web-based text patterns and formatted tables, in both
cases without needing any manually annotated data.”

(A. Halevy, P. Norvig, and F. Pereira, The unreasonable effectiveness 
of data, in «IEEE Intelligent Systems», 24, 2, 2009, pp. 8–12.)
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “Rather than asking users explicitly what they wanted the AI system to do—a chore that many users are reluctant
to take on—designers started making use of implicit feedback, which is another way to say that they replaced
unobservable quantities with cheaper proxies.”

• “the assumption is that the user’s actions reveal their preferences or needs as well as (or even better than) would
be done by an explicit feedback. A problem that we need to address is the consequence of using misaligned
proxies in training autonomous agents.”

• “Samples of user behavior were first employed by agents to learn general phenomena, such as correct spelling.
Later they were used to link the most relevant hits to a given query. Finally they were used to infer an individual’s
user preferences. Along the way, incidentally, the focus started shifting from serving the users to serving
the advertisers”

Shortcut n. 3: “proxies and implicit feedback”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

“The “secret sauce” that powers the current version of AI has an essential ingredient: samples of
human behavior, often in the form of microchoices performed by millions of users, to be
used as proxies for more expensive signals; other ingredients include statistical-learning algorithms,
a powerful infrastructure for the collection of data and the delivery of services.”

“The recipe that gave us this version of AI involves replacing

• causal links with correlations,
• explicit models with statistical correlations,
• cured training examples with data from the wild, and
• explicit data annotations with implicit signals and other proxies.”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

“Taken all together, these and other shortcuts enabled us to generate a version of autonomous
agents at a very low immediate cost. We now have to face the longer term cost of those
decisions, which caused part of the “ethical debt” built into our AI infrastructure. To ensure
the fairness of machine decisions, their transparency, the privacy of users, and compliance
with new regulations and to secure services against surveillance or hostile manipulations will
come at the significant cost of reworking the technology at a fundamental level. And
in some cases it is conceivable that we might be unable to provide equivalent services
in a socially acceptable way—in this case, the trade-offs between accuracy and social
constraints will need to be clearly communicated to lawmakers and the public so that decisions
can be made in the appropriate venues.”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

1. “the use of causal (parametric, interpretable) models in certain domains might be mandated, even if
accuracy might suffer, in the name of transparency of decisions.

This would be a political decision and also a big change.

Are we prepared to abandon black-box agents, to pay the price of explicit modeling, and perhaps even to hold
back in certain areas where we fundamentally cannot develop those models?

It seems unlikely, but we should have this conversation, at least for select sectors.

There are specific areas where users are entitled to explanations for consequential decisions, and it could be
mandated that in these domains only weaker—but explainable— AI tools can be used. […] Areas protected by
laws should (and do) include justice, health, education, finance, and other domains.”

Remedies to the shortcuts
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

2. “training AI on data from the wild”: “we should at least be able to add some nuance: there can be types of
data that can only be used for certain types of applications. Perhaps a given textual corpus can be suitable for
training spelling correction agents but not for learning the meaning of sensitive words (perhaps because it
originates from a community with very different values than those that we want to be reflected in our agent).
And a type of certification could even be imagined to state that origin. There are already specific lists of domains
where decisions are expected to be unbiased, and for these domains we might request AI agents to be trained on
better understood data sources, which may also be more expensive, making implicit biases explicit.

We should care about our “data supply chain” as much as we care about our food supply. A data
supply chain can be defined as the sequences of processes involved in the production and distribution
of training data that form the various models found in current AI systems. Each module might be based
on different datasets, each of them in turn potentially shaped by yet other datasets.

Are we prepared to pay the cost of generating, annotating, and curating expensive datasets, matching the rigor
used for clinical trial data?”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

3. “implicit feedback”: “it is possible to imagine that in certain domains the intelligent agent can only be
allowed to learn from explicit, direct, and voluntary communications from the user rather than from
observing the user’s behavior.
This could be done in situations where there is the suspicion of filter bubbles or behavioral addiction.
Deliberately using psychometric signals to infer how a user might react to a proposal might have to be banned
as well as possibly many forms of nudging. Regulating the use of implicit signals by intelligent agents seems to
be a reasonable request.

All this will probably cost more, possibly reducing the performance of our systems and their ease of
use. Yet, domain by domain, we might decide that in some cases this is what we want. It would be part of paying
back the ethical debt created over ten years ago by taking a series of shortcuts. We should not demonize those
past decisions, as we would not have an AI industry today without them, but now the time has come to revisit
some of them.”
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