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Structure of a neuron
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Input data
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The basic artificial neuron model contains a set of adaptive parameters, 

called weights, as in linear regression. 

Example: when shopping, we take different products with different 

quantities and unit price.
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Transfer function
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A weighted sum of the inputs, i.e. sum of weights multiplied by the inputs or 

a linear combination of the inputs. In reality, a bias is also added. 

Example: the shopping bill is obtained by adding the quantity of each 

product multiplied by its unit price.
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Activation function
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Defines the output with a given input or set of inputs. 

It actually decides whether the "weighted sum" of the input along with the 

bias should be "shot" to the output or not. 

Only non-linear activation functions allow non-trivial problems to be solved 

using a small number of nodes.
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Some activation functions
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• linear - does nothing and only outputs;

• step - if the input value is >0, it sends a signal (ON), otherwise it does 

nothing (OFF);

• sigmoid - a "lighter" version of the step function.
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A generalized model of a neuron
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• linear - does nothing and only outputs;

• step - if the input value is >0, it sends a signal (ON), otherwise it does 

nothing (OFF);

• sigmoid - a "lighter" version of the step function.
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A model of a neuron with a step activation function
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The sum of the products of the weights Wi and the inputs Xi is calculated at 

each node and compared to some threshold (usually 0): 

• f the net value is above the threshold - the neuron is activated and takes 

the activated value (usually 1); 

• if the net value is below the threshold - the neuron takes the deactivated 

value (usually -1).
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General architecture of NN
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NN topology
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Most often, NNs are composed of several successive layers of elements:

• the elements of the lowest layer play the role of input devices of the 

network by perceiving signals from the external environment;

• the elements of the top layer play the role of output devices of the 

network by outputting the result of the operation of the network, which is 

obtained based on the input signals and the weights of the connections 

between the elements. 
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Input layer
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Input layer - consists of neurons that receive the input data directly from 

the dataset. 

The number of elements of the input layer - is determined by the 

dimensionality of the input data;

Example: in an image recognition task, the input layer will use as input the 

pixel values from the given image. 
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Internal layers
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Hidden layers use as input the output data of previous neurons, and their 

output data is used for input data of subsequent neural layers. The number 

and sizes of hidden layers are determined iteratively depending on the 

subject area and the specific task.
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Output layer
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The output layer - outputs the output data for the entire network. 

The number of elements from the output layer - is determined by the 

number of recognized classes.
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Perceptron
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A basic neural model with a stepwise activation function. 

One of the earliest models of neural computation. 

A classic example of a multilayer network is the so-called a multilayer 

perceptron based on the error backpropagation algorithm.
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NN according to the typology of the network
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Depending on the number of layers:

• single-layer (sometimes called two-layer) - one input and one output 

layer, lacking the so-called internal or hidden layers;

• multi-layered - has at least one hidden layer:

 shallow;

 deep.
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Single-layer NN
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The simplest form of single-layer NN is the perceptron.

There is only 1 layer of input nodes that send weighted inputs to the next 

layer of receiving nodes, or in some cases only one. 

Information moves in only one direction: through the inputs to the output. 
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Multi-layer NN
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It contains layers of neurons or nodes that vary greatly in design. They 

usually have at least 1 input layer that sends weighted inputs to a series of 

hidden layers, and an output layer at the end.
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Multi-layer NN - example
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The network serves to separate the incoming data into 2 groups according 

to property 1 and 2.
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NN according to the weights of the connections
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According to the type of connection weights, NNs can be divided into:

• simulative – with connections with positive weights;

• suppressive – with connections with negative weights. 
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NN according to the direction of the signal
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• straightforward (feedforward) - connections are one-way and are 

oriented from the elements of a given layer to the elements of the layer 

immediately above it;

• recurrent (feedback) - each element is connected by two-way 

connections with all its neighbors. Here the concept of layer largely loses 

its meaning. 
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Straightforward NN
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It consists of a large number of simple neurons organized in layers. Each 

unit in a layer is related to some units in the previous layer. Connections 

are not equal: each connection can have a different weight. 

Data enters the inputs and travels through the network, layer by layer, until 

it reaches the outputs. During normal operation, i.e. when acting as a 

classifier, there is no feedback between layers. 
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Structure of a straightforward network
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Recurrent NN
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When NM has some internal recurrence, i.e. signals feed back to some 

neuron or layer that has already received and processed that signal, the 

network is of the feedback type. Most of the feedback networks are single 

layer.
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Structure of recurrent NN
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When NM has some internal recurrence, i.e. signals feed back to some 

neuron or layer that has already received and processed that signal, the 

network is of the feedback type. Most of the feedback networks are single 

layer.
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NN according to the type of input and output values
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The input values of the network, i.e. the signals received by the elements of 

the input layer, as well as the output values of the network, i.e. the signals 

that the output layer elements output to the environment can be: 

• binary - 0 or 1;

• analog – real numbers. 

In case that the output values of the network must be binary, additional 

requirements are imposed on the activation function. 
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Learning stage
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One of the most important characteristics of NN is the ability to learn, i.e. 

adapting the network to better handle a task by considering sample 

observations. 

This is done for better result by minimizing observed errors.
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