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Learning Outcomes

= Know terms and definitions of explainable Al

= Understand the benefits of how explainable can increase user trust and acceptance
In interactive systems

= Evaluate the challenges for designing explainable Al-based user itherfaces
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Definitions

= Explainable Al (XAl) is Al in which the results of the solution can be understood by
humans. It contrasts with the concept of the "black box" in machine learning where
even its designers cannot explain why an Al arrived at a specific decision -
Wikipedia

= Also know as Interpretable Al, Explainable Machine Learning

= https://en.wikipedia.org/wiki/Explainable artificial intelligence
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More on definitions

= Explainable Artificial Intelligence (XAl) is an emerging research topic of machine
learning aimed at unboxing how Al systems’ black-box choices are made

Guang Yang, Qinghao Yede, Jun Xiaf (2022). Unbox the black-box for the medical explainable Al via multi-modal
and multi-centre data fusion: A mini-review, two showcases and beyond. Information Fusion, 77, 29-52
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Main directions

= How to make a model interpretable

= How to explain the information to the user
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Black Box Problem

= |n a nutshell

= For an Al mechanism, people don’'t know how the mechanism works to produce the
output
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= Explainable Al aims to make the Al-based decision understandable
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Source: Darpa
https://www.birlasoft.com/articles/demystifying-explainable-artificial-intelligence
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Supervised Machine Learning
Explaining Data

Training Data Explaining model facts: performance, limitations

Learning
Model -

—e> Machine
Learning
Algorithm

New Instance
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Supervised Machine Learning

Training Data

Learning
Model -

—eep Machine
Learning
Algorithm

New Instance
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How did you decide on that?

Why did you fail?

When do | get a successful result?
Can | trust the machine?

under GA nr. INEA/CEF/ICT/A2020/2267423



MAIACAREU Master programmes in Artificial
Intelligence 4 Careers in Europe
CONTENT 11

Supervised Machine Learning

Training Data

- Ll\jarmng Prediction Label:
\ § odgl ) Cat
—_— Machine —p
Learning
Algorithm

Explanation Interface
This Is a cat because it has pointy ears
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New Instance
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Why is XAl important?
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GDPR - “rights to explanation”

= Article 13 (2) f and Article 15 (1) h

= “the existence of automated decision-making, including profiling, referred to in Article
22(1) and (4) and, at least in those cases, meaningful information about the logic
involved, as well as the significance and the envisaged consequences of such processing
for the data subject.”

= Article 22

= “The data subject shall have the right not to be subject to a decision based solely on
automated processing, including profiling, which produces legal effects concerning him or
her or similarly significantly affects him or her.”
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Problems of Black Box in a variety of domains

= Bias in court

= Lack of transparency in financing
= Discrimination in recruiting

= Bias in sexual orientation

= Lack of transparency about algorithm limitations like in translators

Source: Sarah Theres Volkel. Explainable Al. Introduction
to Intelligent User Interfaces
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Explainability

= |IBM Design for Al. Explainability -
https://www.ibm.com/design/ai/ethics/explainability/

= Google PAIR: Explainability+Trust
= SAP Design Guidelines for Explainability
= UXAI for Designers
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IBM’s Recommended actions

https://www.ibm.com/design/ai/ethics/explainability/

= 01. Allow for questions. A user should be able to ask why an Al is doing what it's
doing on an ongoing basis. This should be clear and up front in the user interface at
all times.

= 02. Decision making processes must be reviewable, especially if the Al is working
with highly sensitive personal information data like personally identifiable
information, protected health information, and/or biometric data.
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IBM’s Recommended actions

https://www.ibm.com/design/ai/ethics/explainability/

= 03. When an Al is assisting users with making any highly sensitive decisions, the Al
must be able to provide them with a sufficient explanation of recommendations, the
data used, and the reasoning behind the recommendations.

= 04. Teams should have and maintain access to a record of an Al's decision
processes and be amenable to verification of those decision processes.
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SAP Design Guidelines for Explainability

= SAP suggests three explanation levels: minimum, simple, and expert

https://experience.sap.com/fiori-design-web/explainable-ai/
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Explanation level 2 Explanation level 3

Level 2: Abstract (Why?)
A condensed view of the relevant properties,

Explanation level 1
Level 3: Detail (How?)

An extended report specifically for advanced
users. It covers all aspects processed by the
intelligent system, the Al performance, and any
further context and conditions that help users to

Level 1: Indicator (What?)

The minimum explanation level. An indicator is
required whenever Al (machine learning) output
is provided. The indicator is also the access point
for the next explanation level (if required).

amounts, and contextual information. An
abstract helps users to better understand the Al

proposals. It can contain links to the last and

most detailed explanation level. monitor Al operations.

https://experience.sap.com/fiori-design-web/explainable-ai/
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https://experience.sap.com/fiori-design-web/explai
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Types of Explainability

= Validating Models: Approaches that aim to eliminate bias in the training data
* Debugging Models: Provide insights on wrong predictions

= Knowledge Discovery: Provide new insights through data analysis

Sarah Theres Vilkel. Explainable Al. Introduction to Intelligent User Interfaces
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Validating Models

Source: Jose Carls Ichiro | Unsplash
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Classified as Wolf

From Sarah Theres VOlkel. Explainable Al. Introduction to Intelligent User Interfaces
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Validating Models
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e eryna EaGEXels Source ?"Kateryna Babaieva | Pexels, adapted af@beire et al. 2016]

Classified as Wolf LIME-Explanation (idealised) [Ribeiro et al. 2016]

From Sarah Theres VOlkel. Explainable Al. Introduction to Intelligent User Interfaces
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How can we design effective explanations?

* Provide applications that explain the "why” behind a recommendation?

= Are these explanations helpful?
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What are the main challenges from an HCI perspective?
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What are the main challenges from an HCI perspective?

* Help users to understand the information behind the model by helping them build
correct mental models

= Help users to increase their trust towards the model

= Help users to make corrections to the model

Sarah Theres Vilkel. Explainable Al. Introduction to Intelligent User Interfaces
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Explanations

Why is this message in spam? It is similar to messages that were identified as spam in the past.

Report as not spam
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* What kind of data does the system learn from? * Why/how is this instance given this prediction?
* What is the source of the data? Why * What feature(s) of this instance leads to the system’s prediction?
* How were the labels/ground-truth produced? * Why are [instance A and B] given the same prediction?
‘ Input ‘ ® * What is the sample size? * Why/how is this instance NOT predicted...?
* * What data is the system NOT using? Wh * Why is this instance predicted P instead of (7
* * What are the limitations/biases of the data? y not * Why are [instance A and B] given different predictions?
.

* How much data [like this] is the system trained on?
* What would the system predict if this instance changes to...?

* What Kind of output does the system give? ) R )
e What does the svstem outout mean? * What would the system predict if this feature of the instance
- . e i o changes wo...7
Output . !o]:::h:tl?\]”l::ll;;lch:;I:.;{::::::n“j :_Illl'h:i:l::rl (-"an itdo. 7 What if * What would the system predict for [a different instance]?
* * How is the output used for other system component(s) ? * How should this instance change to get a different prediction?
* How should this feature change for this instance to get a different
* How accurate/precise/reliable are the predictions? How to be that prediction?
* How ““‘-’_“ 'J“:f-“ 1"“_-‘ system ““lkf_ mistakes? _ X * What kind of instance gets a different prediction?
- hat © . . e 3 gyt ran]nr 3 COTEE e
Performance | » 1"‘1.:::1:: ‘:I“L”":"_”']f:l“n'.::::;]: : :tLtI;:Ll t,-t:ilt}ml:'?m comeetineorect How ::III sStill be | * 'I;'or:l:ltlll:::t scope of change permitted to still get the same
= = Wrhat Kind o mm;'_km 15 the system likely _m make? ® What is the [highest/lowest/. .. | feature(s) one can have to still
#* ¥ [5 the system’s performance good enough for... pet the same E:diulicm'.’
* How does the system make predictions? * What is the necessary feature(s) present or absent to guarantee
® What features does the system consider? this prediction?
® * s [feature X] used or not used for the predictions? * What kind of imstance gets this prediction?
* What is the system’s overall logic?
How (global) ® How does it weigh different features? * * How/what/why will the system change/adapt/improve/drift
* What rules does it use? over time? {change)
* How does [feature X impact its predictions? Others * * How to improve the system? (change)
* * What are the top rules/features it uses” * F Why using or not using this feature/rule/data? (follow-up)
* * What kind of algorithm is used? * * What does [ML terminology] mean? (terminological )
* # What are the results of other people using the system? (social)

® * How are the parameters set?

Q. Vera Liao, Daniel Gruen, and Sarah Miller. 2020. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. Proceedings of the 2020 CHI Conference on Human Factors in
Computing Systems. Association for Computing Machinery, New York, NY, USA, 1-15. DOI:https://doi.org/10.1145/3313831.3376590
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Explanations

= Explanations are contrastive: Why C instead of Y7

= Explanations are selective: Show the most important information that contributed to
a decision (at the cost of completeness)

= Explanations are credible: Be consistent with users’ prior knowledge

= Explanations are conversational: Who reads an explanation? Allow users to raise
qgueries

From Sarah Theres VOlkel. Explainable Al. Introduction to Intelligent User Interfaces
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Discussion

= Choose an Al system you interact with

= How would you improve explanations about the system’s recommendations?
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Sources

= Sarah Theres Volkel. Explainable Al. Introduction to Intelligent User Interfaces

= Introduction to eXplainable Al (XAl) Q. Vera Liao, Moninder Singh, Yunfeng Zhang,
Rachel Bellamy. ACM CHI 2021 Course on Intro to Explainable Al
https://hcixaitutorial.github.io/
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Thank you.
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