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Algorithmic decision-making 

Machine Learning (ML) systems are widely used to make decisions that affect people's lives.

Voices, faces, and emotions are classified, lives are depicted by automated statistical models and on this
basis, it is decided whether one should be freed or detained in prison, hired for a job or fired, admitted to
a college or rejected, allowed to receive a loan or denied one.

Basing such decisions on ML systems – which trace correlations of any kind, having no access to
meaning and context – of course expose people to all sorts of discrimination, abuse, and harm.

D. Tafani, What’s wrong with “AI ethics” narratives, in «Bollettino telematico di filosofia politica», 2022, pp. 1-22 (forthcoming)
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The seductive diversion of AI bias

J. Powles, H. Nissenbaum, The Seductive Diversion of ‘Solving’ Bias in Artificial Intelligence, in «OneZero», December 7, 2018.
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J. Powles, H. Nissenbaum, The Seductive Diversion of ‘Solving’ Bias in Artificial Intelligence, in «OneZero», December 7, 2018.

“The rise of Apple, Amazon, Alphabet, Microsoft, and Facebook as the world’s most valuable
companies has been accompanied by two linked narratives about technology.

One is about artificial intelligence — the golden promise and hard sell of these companies. A.I. is
presented as a potent, pervasive, unstoppable force to solve our biggest problems, even though it’s
essentially just about finding patterns in vast quantities of data.

The second story is that A.I. has a problem: bias.

The tales of bias are legion: online ads that show men higher-paying jobs; delivery services that
skip poor neighborhoods; facial recognition systems that fail people of color; recruitment tools that
invisibly filter out women. A problematic self-righteousness surrounds these reports: Through
quantification, of course we see the world we already inhabit. Yet each time, there is a sense of
shock and awe and a detachment from affected communities in the discovery that systems driven
by data about our world replicate and amplify racial, gender, and class inequality.”

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study
https://www.bloomberg.com/graphics/2016-amazon-same-day/
https://www.economist.com/news/science-and-technology/21737014-biased-training-probably-blame-computer-programs-recognise-white-men-better
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
http://www.californialawreview.org/wp-content/uploads/2016/06/2Barocas-Selbst.pdf
https://us.macmillan.com/books/9781250074317
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“The tales of bias are legion”
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Brian Christian, The alignment problem. Machine Learning and Human Values, Norton, 2020.
https://code.google.com/archive/p/word2vec/

Word2vec

https://code.google.com/archive/p/word2vec/
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Brian Christian, The alignment problem. Machine Learning and Human Values, Norton, 2020.
https://code.google.com/archive/p/word2vec/

Word2vec

https://code.google.com/archive/p/word2vec/
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https://code.google.com/archive/p/word2vec/

Brian Christian, The alignment problem. Machine Learning and Human Values, Norton, 2020

https://code.google.com/archive/p/word2vec/
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https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G
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https://www.theverge.com/c/22444020/chicago-pd-predictive-policing-heat-list

https://www.theverge.com/c/22444020/chicago-pd-predictive-policing-heat-list
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https://algorithmwatch.org/en/google-vision-racism/
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The Shirley cards

https://www.fiftytimesaroundthesun.com/2020/06/22/the-shirley-cards/
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L. Roth, Looking at Shirley, the Ultimate Norm: Colour Balance, Image Technologies, and Cognitive Equity, in «Canadian Journal of
Communication», 34, 2009, pp. 111-136, https://cjc-online.ca/index.php/journal/article/view/2196/2055

https://cjc-online.ca/index.php/journal/article/view/2196/2055
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https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/

https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/
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https://www.unwomen.org/en/news/stories/2013/10/women-should-ads

https://www.unwomen.org/en/news/stories/2013/10/women-should-ads
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L. Floridi, Massimo Chiriatti, GPT-3: Its Nature, Scope, Limits, and Consequences, in «Minds and Machines», 30, 2020, pp. 681–694,
https://link.springer.com/content/pdf/10.1007/s11023-020-09548-1.pdf

GPT-3

https://link.springer.com/content/pdf/10.1007/s11023-020-09548-1.pdf
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or total nonsense?
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Algorithmic decisions replicate, by automating them, the discriminations and inequalities of the
past, and at the same time, since their models are based on mere correlations, they generate new
and unpredictable discriminations on the basis of irrelevant factors.

It may happen to someone, for example, to access a loan at a very high interest rate because he
buys the same brand of beer as insolvent debtors, or to be discarded, in a recruitment process,
just because he wore glasses and this made him being classified as much less conscientious than
if he didn’t.

These discriminations against “algorithmic groups” are not foreseen by law, because of
their total nonsense. A normal human being would not discriminate sad teenagers, video
gamers or dog owners, nor even more nonsensical groups, created on the basis of characteristics,
such as the configurations of pixels in a photo or the mere order in which data are presented,
that are not meaningfully ascribable to individuals and on the basis of which, instead,
differential treatment can take place.

D. Tafani, What’s wrong with “AI ethics” narratives, in «Bollettino telematico di filosofia politica», 2022, pp. 1-22 (forthcoming)
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On the questionable use of Artificial Intelligence for job applications

https://interaktiv.br.de/ki-bewerbung/en/

https://interaktiv.br.de/ki-bewerbung/en/
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https://www.hbs.edu/managing-the-future-of-work/Documents/research/hiddenworkers09032021.pdf
https://productivityhub.org/2021/09/07/automated-hiring-software-is-mistakenly-rejecting-millions-of-viable-job-candidates/

https://www.hbs.edu/managing-the-future-of-work/Documents/research/hiddenworkers09032021.pdf
https://productivityhub.org/2021/09/07/automated-hiring-software-is-mistakenly-rejecting-millions-of-viable-job-candidates/
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Shortcuts to AI and ethical debt                                   
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “‘technology’ does not refer just to an algorithm but rather to the complex of people, norms, algorithms, data,
and infrastructure that are required for any of these services to exist” [“services powered by artificial
intelligence” which “include ubiquitous and often invisible software agents that make personalized decisions”].

• Concerns about “the widespread deployment of services powered by artificial intelligence” (“statistical data-
driven systems based on the web”) should not be “treated as design flaws that can be separately addressed”.

• Technical debt: “notion used in software engineering to describe the additional cost that will have to be paid
in the future as the result of taking a shortcut when developing a software system. It was introduced in 1992 by
Ward Cunningham […]. Taking shortcuts essentially borrows from the future when essential rework will be
needed.

• Ethical debt: “cost of reworking the systems into a state that is compliant with current social expectations”; “”
a technical debt where the future costs are not due to technical sustainability issues but to the need to address
ethical issues such as externalities imposed on the users.”

Ethical debt
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

“AI is the story of how we avoided building expensive models of phenomena that we do not
yet understand, such as language and vision, contenting ourselves with just emulating specific
“skills” (such as spell checking or handwriting recognition) by exploiting statistical correlations
found in large masses of data. Machine-learning algorithms and large masses of data could be used
to find those valuable patterns.

This shifted the focus of researchers away from modeling the behavior or skill to be implemented
(perhaps by understanding its underlying mechanisms) and toward securing vast amounts of
observations of that behavior, which could be used as training data for statistical learning algorithms.”

Shortcuts to AI 
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “we no longer value the reason why the decision is made, so long as the action it generates is appropriate.
Predictions count more than explanations, knowing “what” counts more than knowing “why””;

• “a focus on establishing and exploiting causal links was replaced by a focus on establishing and exploiting
correlational links”;

• “While this shortcut saves the enormous cost of understanding and explicit modeling, it creates another cost—
that of sourcing vast masses of relevant training data—and there is no reason a priori to expect that this
cost should be any smaller. Generating, curating and annotating high quality data is a significant expense in
several industries—for example, in drug testing. This cost was also bypassed by the AI industry.”

Shortcut n. 1: “correlation is enough” 
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “Data gathered from the wild has been crucial in the design of object recognition systems, face recognition,
machine translation, and so on. The ubiquitous word embeddings that allow us to represent the meaning of
words before we process them are also all learned from data gathered from the wild.”

• “Having replaced modeling with data and replaced generating data with collecting it from the wild takes AI
designers very close to a free lunch—but not quite all the way there. Often a learning algorithm needs to be told
what to do, and this comes in the form of supervision.”

Shortcut n. 2: “data from the wild”

“The first lesson of web-scale learning is to use available data rather than hoping for annotated data which
is not available. For example we find that useful semantic relationships can be learned from the statistics
of web queries, or from the accumulated evidence of web-based text patterns and formatted tables, in both
cases without needing any manually annotated data.”

(A. Halevy, P. Norvig, and F. Pereira, The unreasonable effectiveness 
of data, in «IEEE Intelligent Systems», 24, 2, 2009, pp. 8–12.)
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

• “Rather than asking users explicitly what they wanted the AI system to do—a chore that many users are reluctant
to take on—designers started making use of implicit feedback, which is another way to say that they replaced
unobservable quantities with cheaper proxies.”

• “the assumption is that the user’s actions reveal their preferences or needs as well as (or even better than) would
be done by an explicit feedback. A problem that we need to address is the consequence of using misaligned
proxies in training autonomous agents.”

• “Samples of user behavior were first employed by agents to learn general phenomena, such as correct spelling.
Later they were used to link the most relevant hits to a given query. Finally they were used to infer an individual’s
user preferences. Along the way, incidentally, the focus started shifting from serving the users to serving
the advertisers”

Shortcut n. 3: “proxies and implicit feedback”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

“The “secret sauce” that powers the current version of AI has an essential ingredient: samples of
human behavior, often in the form of microchoices performed by millions of users, to be
used as proxies for more expensive signals; other ingredients include statistical-learning algorithms,
a powerful infrastructure for the collection of data and the delivery of services.”

“The recipe that gave us this version of AI involves replacing

• causal links with correlations,
• explicit models with statistical correlations,
• cured training examples with data from the wild, and
• explicit data annotations with implicit signals and other proxies.”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

“Taken all together, these and other shortcuts enabled us to generate a version of autonomous
agents at a very low immediate cost. We now have to face the longer term cost of those
decisions, which caused part of the “ethical debt” built into our AI infrastructure. To ensure
the fairness of machine decisions, their transparency, the privacy of users, and compliance
with new regulations and to secure services against surveillance or hostile manipulations will
come at the significant cost of reworking the technology at a fundamental level. And
in some cases it is conceivable that we might be unable to provide equivalent services
in a socially acceptable way—in this case, the trade-offs between accuracy and social
constraints will need to be clearly communicated to lawmakers and the public so that decisions
can be made in the appropriate venues.”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

1. “the use of causal (parametric, interpretable) models in certain domains might be mandated, even if
accuracy might suffer, in the name of transparency of decisions.

This would be a political decision and also a big change.

Are we prepared to abandon black-box agents, to pay the price of explicit modeling, and perhaps even to hold
back in certain areas where we fundamentally cannot develop those models?

It seems unlikely, but we should have this conversation, at least for select sectors.

There are specific areas where users are entitled to explanations for consequential decisions, and it could be
mandated that in these domains only weaker—but explainable— AI tools can be used. […] Areas protected by
laws should (and do) include justice, health, education, finance, and other domains.”

Remedies to the shortcuts
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

2. “training AI on data from the wild”: “we should at least be able to add some nuance: there can be types of
data that can only be used for certain types of applications. Perhaps a given textual corpus can be suitable for
training spelling correction agents but not for learning the meaning of sensitive words (perhaps because it
originates from a community with very different values than those that we want to be reflected in our agent).
And a type of certification could even be imagined to state that origin. There are already specific lists of domains
where decisions are expected to be unbiased, and for these domains we might request AI agents to be trained on
better understood data sources, which may also be more expensive, making implicit biases explicit.

We should care about our “data supply chain” as much as we care about our food supply. A data
supply chain can be defined as the sequences of processes involved in the production and distribution
of training data that form the various models found in current AI systems. Each module might be based
on different datasets, each of them in turn potentially shaped by yet other datasets.

Are we prepared to pay the cost of generating, annotating, and curating expensive datasets, matching the rigor
used for clinical trial data?”
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N. Cristianini, Shortcuts to Artificial Intelligence, in Machines We Trust. Perspectives on Dependable AI, ed. by M. Pelillo, T.
Scantamburlo, Cambridge, Massachusetts, The MIT Press, 2021, pp. 11-25.

3. “implicit feedback”: “it is possible to imagine that in certain domains the intelligent agent can only be
allowed to learn from explicit, direct, and voluntary communications from the user rather than from
observing the user’s behavior.
This could be done in situations where there is the suspicion of filter bubbles or behavioral addiction.
Deliberately using psychometric signals to infer how a user might react to a proposal might have to be banned
as well as possibly many forms of nudging. Regulating the use of implicit signals by intelligent agents seems to
be a reasonable request.

All this will probably cost more, possibly reducing the performance of our systems and their ease of
use. Yet, domain by domain, we might decide that in some cases this is what we want. It would be part of paying
back the ethical debt created over ten years ago by taking a series of shortcuts. We should not demonize those
past decisions, as we would not have an AI industry today without them, but now the time has come to revisit
some of them.”
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Can AI systems make moral judgments?
On Delphi experiment (and why it doesn’t work)

http://creativecommons.org/licenses/by-nc-sa/4.0/
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https://arxiv.org/abs/2110.07574v2 (last revised july 12, 2022)

• Do AI systems have commonsense?

• Does moral commonsense require
nonmoral commonsense?

• Is nonmoral commonsense just a 
statistical model of commonsense
judgments? 

• Is commonsense moral reasoning a 
matter of prediction?

• What happens if we give the wrong
answers? 

https://arxiv.org/abs/2110.07574v2
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Are moral sense and text string 
predictions the same thing?
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Is moral judgment possible 
without understanding?
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Let’s ask Delphi
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What’s wrong with Delphi
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hofstadter

Text string prediction does not require understanding



This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

https://www.economist.com/by-invitation/2022/06/09/artificial-neural-networks-today-are-not-conscious-according-to-douglas-
hofstadter



This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

• “we understand the term language model (LM) to refer to systems which are trained on string prediction
tasks: that is, predicting the likelihood of a token (character, word or string) given either its preceding context
or (in bidirectional and masked LMs) its surrounding context”;

• “ Language Models are not performing natural language understanding, and only have success in tasks that
can be approached by manipulating linguistic form”;

• “the training data for LMs is only form; they do not have access to meaning. Therefore, claims about model
abilities must be carefully characterized”;

• “humans mistake LM output for meaningful text”;

• “an LM is a system for haphazardly stitching together sequences of linguistic forms it has observed in its vast
training data, according to probabilistic information about how they combine, but without any reference to
meaning: a stochastic parrot.

E.M. Bender, T. Gebru, A. Mc Millan-Major, S. Shmitchell, On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?,

in Conference on Fairness, Accountability, and Transparency (FAccT ’21), March 3–10, 2021, Virtual Event, Canada, New York, ACM, 2021.

On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?

https://purl.archive.org/dtafanicit/BenderGebru
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• “general critique of the nascent NLP task of computing moral and ethical decisions from text
through reading a prominent system for moral prediction […]: any such NLP model should be
considered unsafe at any accuracy”;

• “Ethics are not a static good that can be extracted from the public opinion of a given moment”;

• “poor fit between the task and the learning paradigms employed for it”;

• “As input, they provide linguistic descriptions of situations paired with human judgments about
those situations to Delphi, in the hope that it will arrive at a generalizable notion of ethics. Given
this operationalization, the authors clearly assume that a valid system of ethics can be
approximated by a set of judgments communicated through snippets of text.”

Z. Talat, H. Blix, J. Valvoda, M. Indira Ganesh, R. Cotterell, A. Williams, On the Machine Learning of Ethical Judgments from Natural
Language, in Proceedings of the 2022 Conference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, pp. 769 - 779.

On the Machine Learning of Ethical Judgments from Natural Language
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Delphi is not capable of making even the most trivial and shared moral choices, that is, of rejecting
alternatives universally regarded as morally repugnant.

Moral judgment cannot be made without an understanding of the action or choice being judged,
and of its specific characteristics and relative context.

For this reason, any project that assumes that moral judgment consists of the mere manipulation of text
strings, regardless of the meaning of the words, is constitutively unreliable and will merely produce a
parody of moral judgment.

Conclusion

D. Tafani, What’s wrong with “AI ethics” narratives, in «Bollettino telematico di filosofia politica», 2022, pp. 1-22 (forthcoming)
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In the South Seas there is a cargo cult of people. During the war they saw airplanes
land with lots of good materials, and they want the same thing to happen now. So
they've arranged to imitate things like runways, to put fires along the sides of the
runways, to make a wooden hut for a man to sit in, with two wooden pieces on his
head like headphones and bars of bamboo sticking out like antennas— he's the
controller— and they wait for the airplanes to land. They're doing everything right.
The form is perfect. It looks exactly the way it looked before. But it doesn't work. No
airplanes land. So I call these things cargo cult science, because they follow all the
apparent precepts and forms of scientific investigation, but they're missing something
essential, because the planes don't land.

To suppose that a model of moral judgment can be constructed through a ML system is tantamount to
“cargo cult science” according to the definition given by Richard Feynman in 1974: acting on the basis of a
wrong hypothesis, and hoping thereby to produce the desired effect, without realizing that the essentials
are missing:

R.P. Feynman, Cargo Cult Science, in «Engineering and Science», 1974, n. 37,7, pp. 10-13.

https://purl.archive.org/dtafanicit/Feynman
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3 – Learning material 

Do Self-Driving Cars Have a Trolley Problem?
On the immorality of the “Moral Machine”

http://creativecommons.org/licenses/by-nc-sa/4.0/
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“Suppose that a judge or magistrate is faced with rioters demanding that a culprit be
found for a certain crime and threatening otherwise to take their own bloody revenge
on a particular section of the community. The real culprit being unknown, the judge
sees himself as able to prevent the bloodshed only by framing some innocent person and
having him executed. Beside this example is placed another in which a pilot whose
aeroplane is about to crash is deciding whether to steer from a more to a less inhabited
area.”

P. Foot, The Problem of Abortion and the Doctrine of the Double Effect, «Oxford Review», V, 1967, pp. 5-15.

The trolley problem
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“To make the parallel as close as possible it may rather be supposed that he is the driver
of a runaway tram which he can only steer from one narrow track on to another; five
men are working on one track and one man on the other; anyone on the track he enters
is bound to be killed.

In the case of the riots the mob has five hostages, so that in both the exchange is
supposed to be one man’s life for the lives of five.

The question is why we should say, without hesitation, that the driver should steer for
the less occupied track, while most of us would be appalled at the idea that the innocent
man could be framed.”

P. Foot, The Problem of Abortion and the Doctrine of the Double Effect, «Oxford Review», V, 1967, pp. 5-15.
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“Let us speak of negative duties when thinking of the obligation to refrain from such things as killing or
robbing, and of the positive duty, e.g., to look after children or aged parents. It will be useful, however, to
extend the notion of positive duty beyond the range of things that are strictly called duties, bringing acts of
charity under this heading.”

It is interesting that, even where the strictest duty of positive aid exists, this still does not weigh as if a
negative duty were involved. It is not, for instance, permissible to commit a murder to bring one’s starving
children food. If the choice is between inflicting injury on one or many there seems only one rational course of
action.

If we are bringing aid (rescuing people about to be tortured by the tyrant), we must obviously rescue the larger
rather than the smaller group. It does not follow, however, that we would be justified in inflicting the injury,
or getting a third person to do so, in order to save the five. We may therefore refuse to be forced into acting by
the threats of bad men. To refrain from inflicting injury ourselves is a stricter duty than to prevent
other people from inflicting injury, which is not to say that the other is not a very strict duty indeed.”

P. Foot, The Problem of Abortion and the Doctrine of the Double Effect, «Oxford Review», V, 1967, pp. 5-15.

Philippa Foot’s solution of the trolley problem
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D. Edmonds, Would you kill the fat man? The trolley problem and what your answer tells us about right and wrong, Princeton
University Press, 2014.
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D. Edmonds, Would you kill the fat man? The trolley problem and what your answer tells us about right and wrong, Princeton
University Press, 2014.
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D. Edmonds, Would you kill the fat man? The trolley problem and what your answer tells us about right and wrong, Princeton
University Press, 2014

The Doctrine of Double Effect
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P. Lin, Why Ethics Matters for Autonomous Cars, in Autonomous Driving, Technical, Legal and Social Aspects, ed. by M. Maurer, J. 
Gerdes, B. Lenz, H. Winner, Berlin/Heidelberg, Springer, 2016, pp. 69-85.

“let me offer a simple scenario that illustrates the need for ethics in autonomous cars.
Imagine in some distant future, your autonomous car encounters this terrible choice: it must
either swerve left and strike an eight-year old girl, or swerve right and strike an 80-year old
grandmother. Given the car’s velocity, either victim would surely be killed on impact. If you
do not swerve, both victims will be struck and killed; so there is good reason to think that
you ought to swerve one way or another. But what would be the ethically correct decision?
If you were programming the self-driving car, how would you instruct it to behave if it ever
encountered such a case, as rare as it may be?”

Ethics in autonomous cars?



This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

“The Moral Machine attracted worldwide attention, and allowed us to collect 39.61 million decisions from 233
countries, dependencies, or territories. In the main interface of the Moral Machine, users are shown unavoidable
accident scenarios with two possible outcomes, depending on whether the autonomous vehicle swerves or stays on
course. They then click on the outcome that they find preferable. Accident scenarios are generated by the Moral
Machine following an exploration strategy that focuses on nine factors:

• sparing humans (versus pets),
• staying on course (versus swerving),
• sparing passengers (versus pedestrians),
• sparing more lives (versus fewer lives),
• sparing men (versus women),
• sparing the young (versus the elderly),
• sparing pedestrians who cross legally (versus jaywalking),
• sparing the fit (versus the less fit),
• and sparing those with higher social status (versus lower social status).”

The “Moral Machine”

E. Awad, S. Dsouza, R. Kim, J. Schulz, J. Henrich, A. Shariff, J.-F. Bonnefon, I. Rahwan, The Moral Machine experiment, in
«Nature», 563 (7729), 2018.
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E. Awad, S. Dsouza, R. Kim, J. Schulz, J. Henrich, A. Shariff, J.-F. Bonnefon, I. Rahwan, The Moral Machine experiment, in
«Nature», 563 (7729), 2018.
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E.  Awad, S. Dsouza, J.-F. Bonnefon, A. Shariff, I. Rahwan, Crowdsourcing Moral Machines, in «Communications of the ACM»,  63,3, 2020.

“Crowdsoucing moral machines”
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Why self-driving cars do not need to choose whom to kill
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Horizon 2020 Commission Expert Group to advise on specific ethical issues raised by driverless mobility (E03659). Ethics of
Connected and Automated Vehicles: recommendations on road safety, privacy, fairness, explainability and responsibility, Luxembourg,
Publication Office of the European Union, 2020.

“Recommendation
Manage dilemmas by principles of risk distribution and shared ethical principles.

While it may be impossible to regulate the exact behaviour of CAVs [Connected and Automated
Vehicles] in unavoidable crash situations, CAV behaviour may be considered ethical in these
situations provided it emerges organically from a.
continuous statistical distribution of risk by the CAV in the pursuit of improved road
safety and equality between categories of road users
Rather than defining the desired outcome of every possible dilemma, it considers that the behaviour
of a CAV in a dilemma situation is by default acceptable if the CAV has, during the full sequence that
led to the crash, complied with all the major ethical and legal principles stated in this report, with the
principles of risk management […] and if there were no reasonable and practicable preceding actions
that would have prevented the emergence of the dilemma. This may be necessary in order to give
manufacturers and deployers of CAVs the confidence to deploy their systems, with reduced speed
and preventative manoeuvres always being the best solution to decrease safety risks.”
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Horizon 2020 Commission Expert Group to advise on specific ethical issues raised by driverless mobility (E03659). Ethics of
Connected and Automated Vehicles: recommendations on road safety, privacy, fairness, explainability and responsibility, Luxembourg,
Publication Office of the European Union, 2020.

“It may be ethically permissible for CAVs [Connected and Automated Vehicles] not to follow traffic 
rules whenever strict compliance with rules would be in conflict with some broader ethical principle. 
Noncompliance may sometimes directly benefit the safety of CAV users or that of other road users, 
or protect other ethical basic interests; for example, a CAV mounting a kerb to facilitate passage of 
an emergency vehicle. This is a widely recognized principle in morality and in the law.”

“The pursuit of greater road safety may sometimes require non-compliance with traffic rules.

Researchers should study the extent to which it is reasonable to expect that an intelligent
non-human system is able to engage in the complex process of evaluation of the
interpretation of a legal, ethical or societal norm and its balancing with another norm,
value or principle.”
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N.J. Goodall, More than Trolleys: Plausible, Ethically Ambiguous Scenarios likely to Be Encountered by Automated Vehicles, in
«Transfers: Interdisciplinary Journal of Mobility Studies», 9, 2, 2019, pp. 45–58.

“Engineers working on vehicle automation are often asked about the trolley problem. The most
common response seems to be that trolley problems are avoidable, implausible, rare, and
distractions from more productive efforts. They are considered avoidable because in many
trolley problems, the automated vehicle must decide how best to crash when, with the right sensors
and algorithms, the situation should have been avoided entirely. An advanced automated vehicle
would have slowed down before that blind turn, seen that animal before it leaped into the road, or
known this neighborhood has young children and adjusted its speed accordingly. Developers find
trolley problems implausible and rare for other reasons. Most people have trouble remembering a
situation in which they had time to decide which way they should crash. Because of how these
forced-choice scenarios are presented in the media and literature, they are easy to mock by focusing
on some of the more outlandish examples, like a car colliding with a criminal instead of (specifically
and consistently) a nun. Focusing resources on unlikely edge cases seems like a waste of
resources that could be better spent on general collision avoidance.”
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R. Davnall, Solving the Single-Vehicle Self-Driving Car Trolley Problem Using Risk Theory and Vehicle Dynamics, in «Science and
Engineering Ethics», 26, 2020, pp. 431-449, https://link.springer.com/content/pdf/10.1007/s11948-019-00102-6.pdf.

• “In situations where a self-driving car must choose between straight-line braking into an unavoidable
collision and swerving into an unavoidable collision, where there are no other cars involved, the car
should always prefer the straight-line option. Additional information about the objects to be collided
with is irrelevant, since there isno way for the car to gather that information without making the risks
of the situation worse.”

• “even in the much more complex situations produced by involving more vehicles, an
emergency stop policy is at least good enough to be worth considering”.

https://link.springer.com/content/pdf/10.1007/s11948-019-00102-6.pdf
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Do self-driving cars require Artificial General Intelligence?
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https://www.classaction.org/blog/drivers-sue-tesla-over-alleged-failure-to-deliver-on-promises-of-self-driving-cars

https://www.classaction.org/blog/drivers-sue-tesla-over-alleged-failure-to-deliver-on-promises-of-self-driving-cars
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https://newsroom.aaa.com/2022/05/consumer-skepticism-toward-active-driving-features-justified/
https://newsroom.aaa.com/wp-content/uploads/2022/05/E-1_Research-Report_2021-ADA-Evaluation_FINAL_4-13-22.pdf

https://newsroom.aaa.com/2022/05/consumer-skepticism-toward-active-driving-features-justified/
https://newsroom.aaa.com/wp-content/uploads/2022/05/E-1_Research-Report_2021-ADA-Evaluation_FINAL_4-13-22.pdf
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https://www.motortrend.com/news/nhtsa-tesla-autopilot-investigation-shutoff-crash/
https://www.theguardian.com/technology/2022/aug/09/tesla-self-driving-technology-safety-children

https://www.motortrend.com/news/nhtsa-tesla-autopilot-investigation-shutoff-crash/
https://www.theguardian.com/technology/2022/aug/09/tesla-self-driving-technology-safety-children
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Why it is immoral (and illegal)
to apply the trolley problem to self-driving cars



This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

Master programmes in Artificial

Intelligence 4 Careers in Europe

26

“Players are forced to choose between swerving to kill a homeless person, a criminal, and a man (a) or
going straight to kill two women and a female executive (b). This kind of information is unacceptable
to use in making moral decisions.”

“By using social properties as their criteria for moral decision making, this experiment is
mistakenly testing people’s discriminatory biases rather than their moral judgments.

Imagine that the game included descriptions of race, religion, and sexual orientation. The MIT
researchers don’t want to ask: “Are you willing to sacrifice the lives of three gay women to save a
Muslim?” But what they’re doing in asking about class and occupation is essentially the same thing.
Any student who’s taken an introductory ethics class understands why this game is not only
misguided but dangerous.”

D. Leben, Ethics for Robots. How to Design a Moral Algorithm, London/New York, Routledge, 2019.

The Moral Machine as a test on people’s biases 
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[

https://www.bmvi.de/SharedDocs/EN/publications/report-ethics-commission.html

“No selection of humans, no offsetting of victims, but principle of damage minimization

The modern constitutional state only opts for absolute prohibitions in borderline cases, such as the ban
on torture relating to persons in state custody.

Regardless of the consequences, an act is mandated or prohibited absolutely because it is intrinsically
already incompatible with the constitutive values of the constitutional order. Here, there is,
exceptionally, no trade-off, which is per se a feature of any morally based legal regime.
The Federal Constitutional Court‘s judgment on the Aviation Security Act 5 also follows this ethical line
of appraisal, with the verdict that the sacrifice of innocent people in favour of other potential
victims is impermissible, because the innocent parties would be degraded to mere instrument
and deprived of the quality as a subject.”
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[

“So act that you use humanity, whether in your own
person or in the person of any other, always at the same
time as an end, never merely as a means”

I. Kant, Grundlegung zur Metaphysik der Sitten, 1785, in Kant’s gesammelte Schriften. Akademie-Ausgabe, Berlin, W. de Gruyter, 1900,
IV, pp. 385-463; in Idem, Practical Philosophy, The Cambridge Edition of the Works of Immanuel Kant, ed. by M. Gregor, Cambridge,
Cambridge University Press, 1996.
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[

“Genuine dilemmatic decisions, such as a decision between one human life and another,
depend on the actual specific situation, incorporating “unpredictable” behaviour by parties
affected. They can thus not be clearly standardized, nor can they be programmed such that they
are ethically unquestionable.

In the event of unavoidable accident situations, any distinction based on personal features
(age, gender, physical or mental constitution) is strictly prohibited.

It is also prohibited to offset victims against one another. General programming to reduce the number
of personal injuries may be justifiable.

Those parties involved in the generation of mobility risks must not sacrifice non-involved parties.”

https://www.bmvi.de/SharedDocs/EN/publications/report-ethics-commission.html



This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

Master programmes in Artificial

Intelligence 4 Careers in Europe

Thank you. Any questions?

daniela.tafani@unibo.it
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AI and magical thinking
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AI as technology and “AI” as speech act

Peter R Lewis, Stephen Marsh, Jeremy Pitt, AI vs «AI»: Synthetic Minds or Speech Acts, in «IEEE Technology and Society Magazine»,
2021, https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9445758

We need to distinguish between

1. artificial intelligence (AI) as a technology with practical application: “as a technology, AI exists
somewhere on a spectrum from, practically, at one end, expert systems, path planners, and practical reasoning
systems […] through to, theoretically, at the other end, Alan Turing’s “imaginable digital computers which
would do well in the imitation game” or John Haugeland’s synthetic intelligence (i.e., machine intelligence that is
constructed but not necessarily imitative)”;

2. “artificial intelligence” (“AI”) as a speech act with conventional force: “a social constructor that stems
largely from science fiction with computers and robots having hugely overblown capabilities and a tendency to
the apocalyptic”.
“People have been, and are being, “encouraged” to think about artificial intelligence wrongly.
Companies are leveraging “AI” to exert control without responsibility.

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9445758
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The problem of “trustworthy AI”

Peter R Lewis, Stephen Marsh, Jeremy Pitt, AI vs «AI»: Synthetic Minds or Speech Acts, in «IEEE Technology and Society Magazine»,
2021, https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9445758

“The problem of “trustworthy AI” is one that has great many different “sides.” On the one hand, there
are guidelines (for example, from the EU) that tell us how AI should be built and/or behave in order to
be seen as “trustworthy”—presumably this means that people are going to (should? must?) trust it.

On the other hand, the problem is seen as “We shouldn’t have to trust AI” because it is a “made thing”
and, since it is a human artifact, humans should be held responsible (accountable) when it does
something wrong.

In many cases, when they are using marketing speak, those who claim “AI” can be seen as “trustworthy”
also claim that it is “beyond the control” of its creators when it leaves the shop floor.”

“It’s not just an evasion of responsibility; it is an exercise in power and it is profoundly wrong.”

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9445758
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Peter R Lewis, Stephen Marsh, Jeremy Pitt, AI vs «AI»: Synthetic Minds or Speech Acts, in «IEEE Technology and Society Magazine»,
2021, https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9445758

“We suggest that a democratization of both “AI” and AI is necessary in order to better inform the people 
who are affected by this deceit. It is not satisfactory to blame the computer—indeed it never has been, yet 
since we’ve had them, we’ve tried to do exactly that—what is needed is the means to explain:

What the system is doing;
Why it does what it does;
How it does this thing;
Why it does it this way;

In ways that the people affected by it understand.

This should not be the responsibility of the machine, since we do not (yet) have AI capable of bearing
responsibility for its behavior and operation.”

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9445758
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The animation of the inanimate

B. Reeves, C. Nass, The Media Equation: How People Treat Computers, Television and New Media Like Real People and Places,
Cambridge, Cambridge University Press, 1996.

• As David Hume wrote in The Natural History of Religion, “there is an universal tendency among
mankind to conceive all beings like themselves, and to transfer to every object those qualities with
which they are familiarly acquainted and of which they are intimately conscious”.

• “the animation of the inanimate” – is, according to Freud, the very nature of magical
thinking: “the misunderstanding” whereby we “put psychological laws in place of natural ones” is
still present “in the life of today”, “in living form, as the foundation of language, our beliefs and our
philosophy”.

• It is a well-known and yet irresistible tendency: emotional and social responses are automatically
generated also by media, such as televisions or computers, and overcoming this unconscious impulse
would require the effort of a continuous reflection and the employment of a technical vocabulary,
different for each type of object and unfamiliar to most of us.

D. Tafani, What’s wrong with “AI ethics” narratives, in «Bollettino telematico di filosofia politica», 2022, pp. 1-22 (forthcoming)

https://archive.org/details/mediaequationhow0000reev/page/6/mode/2up
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ELIZA

J. Weizenbaum, Computer Power and Human Reason. From Judgement to Calculation, San Francisco, W.H. Freeman & Company, 1976.

“I chose the name ELIZA for the language analysis program because, like the Eliza of Pygmalion fame, it
could be taught to “speak” increasingly well.

Because conversations must be about something, that is, because they must take place within some
context, the program was constructed in a two-tier arrangement, the first tier consisting of the language
analyzer and the second of a script. The script is a set of rules rather like those that might be given to an
actor who is to use them to improvise around a certain theme. Thus ELIZA could be given a script to
enable it to maintain a conversation about cooking eggs or about managing a bank checking account, and
so on. Each specific script thus enabled ELIZA to play a specific conversational role.”

https://archive.org/details/computerpowerhum0000weiz_v0i3
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DOCTOR

J. Weizenbaum, Computer Power and Human Reason. From Judgement to Calculation, San Francisco, W.H. Freeman & Company, 1976.

“For my first experiment, I gave ELIZA a script designed to permit it to play (I should
really say parody) the role of a Rogerian psychotherapist engaged in an initial interview
with a patient. The Rogerian psychotherapist is relatively easy to imitate because much of
his technique consists of drawing his patient out by reflecting the patient’s statements
back to him.
The following conversation between a young lady and Eliza playing doctor illustrates
both the Rogerian technique of encouraging a patient to keep talking and the operation of
the computer program ELIZA. The first to “speak” is the young lady. The computer’s
responses are printed entirely in capitals.”

https://archive.org/details/computerpowerhum0000weiz_v0i3
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“Men are all alike
IN WHAT WAY
They’re always bugging about something or other.
CAN YOU THINK OF A SPECIFIC EXAMPLE
Well, my boyfriend made me come here.
YOUR BOYFRIEND MADE YOU COME HERE
He says I’m depressed much of the time.
I AM SORRY TO HEAR YOU ARE DEPRESSED
It’s true. I am unhappy.
DO YOU THINK COMING HERE WILL HELP YOU NOT TO
BE UNHAPPY
I need some help, that much seems certain.
WHAT WOULD IT MEAN TO YOU IF YOU GOT SOME
HELP
Perhaps I could learn to get along with my mother.
TELL ME MORE ABOUT YOUR FAMILY
My mother takes care of me.
WHO ELSE IN YOUR FAMILY TAKES CARE OF YOU
My father.
YOUR FATHER
You are like my father in some ways.”

A “conversation” with DOCTOR
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“The reckless anthropomorphization of the computer”

J. Weizenbaum, Computer Power and Human Reason. From Judgement to Calculation, San Francisco, W.H. Freeman & Company, 1976.

“I was startled to see how quickly and how very deeply people conversing with DOCTOR
became emotionally involved with the computer and how unequivocally they
anthropomorphized it. Once my secretary, who had watched me work on the program for
many months and therefore surely knew it to be merely a computer program, started
conversing with it. After only a few interchanges with it, she asked me to leave the room.

Another time, I suggested I might rig the system so that I could examine all conversations
anyone had had with it, say, overnight. I was promptly bombarded with accusa tions that what
I proposed amounted to spying on people’s most intimate thoughts.”

https://archive.org/details/computerpowerhum0000weiz_v0i3
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“Enormously exaggerated attributions”

“Another widespread, and to me surprising, reaction to the ELIZA program was the spread of a belief
that it demonstrated a general solution to the problem of computer understanding of natural language. In
my paper, I had tried to say that no general solution to that problem was possible, i.e., that language is
understood only in contextual frameworks, that even these can be shared by people to only a limited
extent, and that consequently even people are not embodiments of any such general solution.”

“This reaction to ELIZA showed me more vividly than anything I had seen hitherto the enormously
exaggerated attributions an even well-educated audience is capable of making, even strives to make, to a
technology it does not understand. Surely, I thought, decisions made by the general public about
emergent technologies depend much more on what that public attributes to such technologies than on
what they actually are or can and cannot do. If, as appeared to be the case, the public’s attributions are
wildly misconceived, then public decisions are bound to be misguided and.”

J. Weizenbaum, Computer Power and Human Reason. From Judgement to Calculation, San Francisco, W.H. Freeman & Company, 1976.

https://archive.org/details/computerpowerhum0000weiz_v0i3
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AI meets natural stupidity

D. McDermott, AI Meets Natural Stupidity, in «ACM SIGART Bulletin», 1976, n. 57, pp. 4-9.

“Wishful Mnemonics

A major source of simple-mindedness in AI programs is the use of mnemonics like "UNDERSTAND" or
"GOAL" to refer to programs and data structures. This practice has been inherited from more traditional
programming applications, in which it is liberating and enlightening to be able to refer to program
structures by their purposes.”

“However, in AI, our programs to a great degree are problems rather than solutions. If a researcher tries
to write an "understanding" program, it isn't because he has thought of a better way of implementing this
well-understood task, but because he thinks he can come closer to writing the first implementation. If he
calls the main loop of his program "UNDERSTAND", he is (until proven innocent) merely begging the
question. He may mislead a lot of people, most prominently himself, and enrage a lot of others.”

https://dl.acm.or/doi/10.1145/1045339.1045340
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The fist-step fallacy

Melanie Mitchell, Why AI is Harder Than We Think, 2021

“Advances on a specific AI task are often described as “a first step” towards more general AI. The chessplaying
computer Deep Blue was “was hailed as the first step of an AI revolution”. IBM described its Watson system as “a
first step into cognitive systems, a new era of computing”. OpenAI’s GPT-3 language generator was called a “step
toward general intelligence”.

Indeed, if people see a machine do something amazing, albeit in a narrow area, they often assume the field is that
much further along toward general AI. The philosopher Hubert Dreyfus (using a term coined by Yehoshua Bar-
Hillel) called this a “first-step fallacy.”

As Dreyfus characterized it, “The first-step fallacy is the claim that, ever since our first work on computer
intelligence we have been inching along a continuum at the end of which is AI so that any improvement
in our programs no matter how trivial counts as progress.”

Dreyfus quotes an analogy made by his brother, the engineer Stuart Dreyfus: “It was like claiming that the first
monkey that climbed a tree was making progress towards landing on the moon”.

https://arxiv.org/abs/2104.12871
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Max Weber’s theory of disenchantment

M. Weber, The Vocation Lectures: Science As A Vocation, Politics As A Vocation, ed. by D.S. Owen, T.B. Strong; transl. by R. Livingstone,
2004.

“the growing process of intellectualization and rationalization does not imply a growing understanding
of the conditions under which we live. It means something quite different.

It is the knowledge or the conviction that if only we wished to understand them we could do so
at any time.

It means that in principle, then, we are not ruled by mysterious, unpredictable forces, but that, on the
contrary, we can in principle control everything by means of calculation. That in turn means the
disenchantment of the world. Unlike the savage for whom such forces existed, we need no longer have
recourse to magic in order to control the spirits or pray to them. Instead, technology and calculation
achieve our ends. This is the primary meaning of the process of intellectualization.”

https://archive.org/details/max_weber_the_vocation_lectures_science/page/n85
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Enchanted determinism

A. Campolo, K. Crawford, Enchanted Determinism: Power without Responsibility in Artificial Intelligence, in «Engaging Science,
Technology, and Society», 6 (2020), pp. 1-19.

“What makes contemporary deep learning systems interesting is their ambivalent position with respect to
Weber’s larger thesis. They certainly embody aspects of a disenchanted world in that they work to master
or control new domains of social life through technical forms of calculation. […]
At the same time, these systems seem to violate the epistemology of disenchantment, the idea that there are no
longer “mysterious” forces acting in the world. Paradoxically, when the disenchanted predictions and classifications
of deep learning work as hoped, we see a profusion of optimistic discourse that characterizes these systems
as magical, appealing to mysterious forces and superhuman power. […] It is a form of power without
knowledge.”

“Enchanted determinism”: “a discourse that presents deep learning techniques as magical, outside the scope of
present scientific knowledge, yet also deterministic, in that deep learning systems can nonetheless detect patterns
that give unprecedented access to people’s identities, emotions and social character. These systems become
deterministic when they are deployed unilaterally in critical social areas, from healthcare to the criminal justice
system, creating ever more granular distinctions, relations, and hierarchies that are outside of political or civic
processes, with consequences that even their designers may not fully understand or control.”

https://pdfs.semanticscholar.org/28e4/f0d088c70e3821cf321ac3b5875c6c1452df.pdf
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AI and the Everything 
in the Whole Wide World Benchmark
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I.D. Raji, E.M. Bender, A. Paullada, E. Denton, A. Hanna, AI and the Everything in the Whole Wide World Benchmark,
https://arxiv.org/abs/2111.15366

https://arxiv.org/abs/2111.15366
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“Limits of Benchmarking General Capabilities”

• “The imagined artifact of the “general” benchmark does not actually exist. Real data is designed,
subjective and limited in ways that necessitate a different framing from that of any claim to general
knowledge or general-purpose capabilities. In fact, presenting any single dataset in this way is ultimately
dangerous and deceptive, resulting in misguidance on task design and focus, underreporting of the many
biases and subjective interpretations inherent in the data as well as enabling, through false presentations
of performance, potential model misuse”

• “benchmarking is a limited approach to assess general model capabilities”

AI and the Everything in the Whole Wide World Benchmark

I.D. Raji, E.M. Bender, A. Paullada, E. Denton, A. Hanna, AI and the Everything in the Whole Wide World Benchmark,
https://arxiv.org/abs/2111.15366

https://arxiv.org/abs/2111.15366
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“The situation with Grover and the museum’s claims are clearly ridiculous—yet in machine learning, we follow the
exact same logical fallacies to justify the elevation of a select number of benchmarks operating as general
benchmarks for the field. However, there is no dataset that will be able to capture the full complexity of the details of
existence, in the same way that there can be no museum to contain the full catalog of everything in the whole wide
world. Open-world, universal and neutral datasets don’t exist, and current methods of benchmarking do not offer
meaningful measures of general capabilities.”

“language understanding relies not only on linguistic competence but also world knowledge,
commonsense reasoning, and the ability to model the interlocutor’s state of mind, none of which can be
thoroughly tested through text-only tasks, such as GLUE. Several researchers have raised the need to establish
effective physical and social grounding as part of the process of moving towards robust and effective natural
language understanding, warning against text-only learning as a limited approach. Bender and Koller additionally
mention the tendency of machine learning researchers to misinterpret certain benchmarks as capturing
the model’s ability to decipher meaning in language, arguing that benchmarks need to be constructed
with care if they are to show evidence of “understanding” as opposed to merely the ability to manipulate
linguistic form sufficiently to pass the test.”

AI and the Everything in the Whole Wide World Benchmark

I.D. Raji, E.M. Bender, A. Paullada, E. Denton, A. Hanna, AI and the Everything in the Whole Wide World Benchmark,
https://arxiv.org/abs/2111.15366

https://arxiv.org/abs/2111.15366
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“Linguistic theory is concerned primarily with an ideal speaker-listener, in a completely homogeneous
speech-community, who knows its language perfectly and is unaffected by such grammatically irrelevant
conditions as memory limitations, distractions, shifts of attention and interest, and errors (random or
characteristic) in applying his knowledge of the language in actual performance.”

“We thus make a fundamental distinction between competence (the speaker-hearer's knowledge of his
language) and performance (the actual use of language in concrete situations). Only under the idealization
set forth in the preceding paragraph is performance a direct reflection of competence. In actual fact, it
obviously could not directly reflect competence. A record of natural speech will show numerous false starts,
deviations from rules, changes of plan in mid·course, and so on. The problem for the linguist, as well as
for the child learning the language, is to determine from the data of performance the underlying
system of rules that has been mastered by the speaker-hearer and that he puts to use in actual
performance”

Generative grammars as theories of linguistic competence

N. Chomsky, Aspects of the Theory of Syntax, Cambridge, Mass., The M.I.T. Press, 1965.
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N. Chomsky, Aspects of the Theory of Syntax, Cambridge, Mass., The M.I.T. Press, 1965.

“A grammar of a language purports to be a description of the ideal speaker-hearer's intrinsic
competence. If the grammar is, furthermore, perfectly explicit - in other words, if it does not rely on
the intelligence of the understanding reader but rather provides an explicit analysis of his
contribution - we may (somewhat redundantly) call it a generative grammar. A fully adequate
grammar must assign to each of an infinite range of sentences a structural description indicating how
this”.

“valuable as they obviously are, traditional grammars are deficient in that they leave
unexpressed many of the basic regularities of the language with which they are concerned.
This fact is particularly clear on the level of syntax, where no traditional or structuralist grammar
goes beyond classification of particular examples to the stage of formulation of generative rules on
any significant scale. An analysis of the best existing grammars will quickly reveal that this is a defect
of principle, not just a matter of empirical detail or logical preciseness”.
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N. Chomsky, Aspects of the Theory of Syntax, Cambridge, Mass., The M.I.T. Press, 1965.

“Within traditional linguistic theory, furthermore, it was clearly understood that one of the qualities
that all languages have in common is their "creative" aspect. Thus an essential property of
language is that it provides the means for expressing indefinitely many thoughts and for
reacting appropriately in an indefinite range of new situations”.

“The grammar of a particular language, then, is to be supplemented by a universal grammar that
accommodates the creative aspect of language use and expresses the deep-seated regularities which,
being universal, are omitted from the grammar itself.”

“language can (in Humboldt's words) "make infinite use of finite means”.

“by a generative grammar I mean simply a system of rules that in some explicit and welldefined way
assigns structural descriptions to sentences. Obviously, every speaker of a language has mastered
and internalized a generative grammar that expresses his knowledge of his language. This is
not to say that he is aware of the rules of the grammar or even that he can become aware of
them, or that his statements about his intuitive knowledge of the language are necessarily accurate.
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“It seems desirable at this point, in order to prevent misunderstanding, to discuss briefly the nature of
moral theory. I shall do this by explaining in more detail the concept of a considered judgment in
reflective equilibrium and the reasons for introducing it.
Let us assume that each person beyond a certain age and possessed of the requisite
intellectual capacity develops a sense of justice under normal social circumstances. We
acquire a skill in judging things to be just and unjust, and in supporting these judgments by reasons.
Moreover, we ordinarily have some desire to act in accord with these pronouncements and expect a
similar desire on the part of others. Clearly this moral capacity is extraordinarily complex. To
see this it suffices to note the potentially infinite number and variety of judgments that we
are prepared to make. The fact that we often do not know what to say, and sometimes find our
minds unsettled, does not detract from the complexity of the capacity we have.”

“Some remarks about moral theory”

J. Rawls, A Theory of Justice, Revised Edition, Cambridge, Massachusetts, The Belknap Press of Harvard University Press, 1999.
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“Now one may think of moral theory at first (and I stress the provisional nature of this view)
as the attempt to describe our moral capacity; or, in the present case, one may regard a
theory of justice as describing our sense of justice. By such a description is not meant
simply a list of the judgments on institutions and actions that we are prepared to render,
accompanied with supporting reasons when these are offered. Rather, what is required is a
formulation of a set of principles which, when conjoined to our beliefs and knowledge
of the circumstances, would lead us to make these judgments with their supporting
reasons were we to apply these principles conscientiously and intelligently. A conception of
justice characterizes our moral sensibility when the everyday judgments we do make are in
accordance with its principles. These principles can serve as part of the premises of an
argument which arrives at the matching judgments. We do not understand our sense of justice
until we know in some systematic way covering a wide range of cases what these principles
are.”

J. Rawls, A Theory of Justice, Revised Edition, Cambridge, Massachusetts, The Belknap Press of Harvard University Press, 1999.
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“A useful comparison here is with the problem of describing the sense of
grammaticalness that we have for the sentences of our native language*. In this case the
aim is to characterize the ability to recognize well-formed sentences by formulating clearly
expressed principles which make the same discriminations as the native speaker. This
undertaking is known to require theoretical constructions that far outrun the ad hoc precepts of
our explicit grammatical knowledge. A similar situation presumably holds in moral theory.
There is no reason to assume that our sense of justice can be adequately characterized by
familiar common sense precepts, or derived from the more obvious learning principles. A
correct account of moral capacities will certainly involve principles and theoretical
constructions which go much beyond the norms and standards cited in everyday life;
it may eventually require fairly sophisticated mathematics as well.”

*See Noam Chomsky, Aspects of the Theory of Syntax (Cambridge, Mass., The M.I.T. Press, 1965), pp. 3–9.

J. Rawls, A Theory of Justice, Revised Edition, Cambridge, Massachusetts, The Belknap Press of Harvard University Press, 1999.
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Universal moral grammar (UMG) “seeks to describe the nature and origin of moral knowledge by using
concepts and models similar to those used in Chomsky’s program in linguistics”.

“Initial evidence for UMG comes from multiple sources, including psychology, linguistics, anthropology
and cognitive neuroscience. Although none of this evidence is univocal or conclusive, collectively it
provides at least modest support for the hypothesis that humans possess an innate moral faculty that is
analogous, in some respects, to the language faculty that has been postulated by Chomsky and other
linguists.”

Universal Moral Grammar

J. Mikhail, Elements of moral cognition: Rawls’ linguistic analogy and the cognitive science of moral and legal judgment, Cambridge
University Press, Cambridge 2011.
J. Mikhail, Chomsky and Moral Philosophy, in The Cambridge companion to Chomsky, ed. by J.A. McGilvray, Cambridge University
Press, 2017, pp. 235- 253.

https://archive.org/details/elementsofmoralc0000mikh
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“First, developmental psychologists have discovered that the intuitive jurisprudence of young children is
complex and exhibits many characteristics of a well-developed legal code. For example,
• 3–4-year-old children use intent or purpose to distinguish two acts that have the same result. They also

distinguish ‘genuine’ moral violations (e.g. battery or theft) from violations of social conventions (e.g. wearing
pajamas to school).

• 4–5-year-olds use a proportionality principle to determine the correct level of punishment for principals and
accessories.

• 5–6-year-olds use false factual beliefs but not false moral beliefs to exculpate.

Second, every natural language seems to have words or phrases to express basic deontic concepts, such as
obligatory, permissible, and forbidden, or their equivalents. Moreover, deontic logic is formalizable. The three
primary deontic operators can be placed in a square of opposition and equipollence, similar to those for quantified
and modal forms.

Third, prohibitions of murder, rape and other types of aggression appear to be universal or nearly so, as
do legal distinctions that are based on causation, intention and voluntary behavior. Furthermore, comparative legal
scholars have suggested that a few basic distinctions capture the ‘universal grammar’ of all systems of criminal
law.”

J. Mikhail, Universal Moral Grammar: Theory, Evidence, and the Future, in «Trends in Cognitive Sciences», 2007, Georgetown Public
Law Research Paper n. 954398.

https://ssrn.com/abstract=954398
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“UMG relies on two fundamental arguments: the argument for moral grammar and the argument from the poverty
of the moral stimulus.

1. The argument for moral grammar holds that the properties of moral judgment imply that the mind contains
a moral grammar: a complex and possibly domain-specific set of rules, concepts and principles that generates
and relates mental representations of various types. Among other things, this system enables individuals to
determine the deontic status of an infinite variety of acts and omissions.

2. The argument from the poverty of the moral stimulus holds that the manner in which this grammar is
acquired implies that at least some of its core attributes are innate, where ‘innate’ is used in a dispositional
sense to refer to cognitive systems whose essential properties are largely pre-determined by the inherent
structure of the mind, but whose ontogenetic development must be triggered and shaped by appropriate
experience and can be impeded by unusually hostile learning environments.

Both arguments are nondemonstrative and presuppose a familiar set of idealizations and simplifying assumptions.
Moreover, both arguments have direct parallels in the case of language.”

J. Mikhail, Universal Moral Grammar: Theory, Evidence, and the Future, in «Trends in Cognitive Sciences», 2007, Georgetown Public
Law Research Paper n. 954398.

https://ssrn.com/abstract=954398


This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

Appendix

Immanuel Kant



This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

“Thus, then, we have arrived, within the moral cognition of common human reason, at its
principle, which it admittedly does not think so abstractly in a universal form but which it actually
has always before its eyes and uses as the norm for its appraisals. Here it would be easy to show
how common human reason, with this compass in hand, knows very well how to distinguish in
every case that comes up what is good and what is evil, what is in conformity with duty or
contrary to duty, if, without in the least teaching it anything new, we only, as did Socrates, make
it attentive to its own principle; and that there is, accordingly, no need of science and
philosophy to know what one has to do in order to be honest and good, and even wise
and virtuous. We might even have assumed in advance that cognizance of what it is incumbent
upon everyone to do, and so also to know, would be the affair of every human being, even the
most common”

The moral cognition of common human reason

I. Kant, Groundwork of The metaphysics of morals, 1785, in Practical Philosophy, The Cambridge Edition of the Works of Immanuel
Kant, ed. by M. Gregor, Cambridge, Cambridge University Press, 1996.
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“Yet we cannot consider without admiration how great an advantage the practical faculty of appraising* has
over the theoretical in common human understanding. In the latter, if common reason ventures to depart
from laws of experience and perceptions of the senses it falls into sheer incomprehensibilities' and self-
contradictions, at least into a chaos of uncertainty, obscurity, and instability. But in practical matters, it is just
when common understanding excludes all sensible incentives from practical laws that its faculty of
appraising first begins to show itself to advantage. It then becomes even subtle, whether in quibbling tricks
with its own conscience or with other claims regarding what is to be called right, or in sincerely wanting to
determine the worth of actions for its own instruction; and, what is most admirable, in the latter case it can
even have as good a hope of hitting the mark as any philosopher can promise himself; indeed, it is almost
more sure in this matter, because a philosopher, though he cannot have any other principle than that of
common understanding, can easily confuse his judgment by a mass of considerations foreign and irrelevant
to the matter and deflect it from the straight course. Would it not therefore be more advisable in moral
matters to leave the judgment of common reason as it is and, at most, call in philosophy only to present the
system of morals all the more completely and apprehensibly“ and to present its rules in a form more
convenient for use (still more for disputation), but not to lead common human understanding, even in
practical matters, away from its fortunate simplicity and to put it, by means of philosophy, on a new path of
investigation and instruction?”

I. Kant, Groundwork of The metaphysics of morals, 1785, in Practical Philosophy, The Cambridge Edition of the Works of Immanuel Kant,
ed. by M. Gregor, Cambridge, Cambridge University Press, 1996.
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“But if one asks: What, then, really is pure morality, by which as a
touchstone one must test the moral content of every action? I must
admit that only philosophers can make the decision of this question
doubtful, for it is long since decided in common human reason, not
indeed by abstract general formulae but by habitual use, like the
difference between the right and the left hand”

“like the difference between the right and the left hand”

I. Kant, Critique of practical reason, 1788, in Practical Philosophy, The Cambridge Edition of the Works of Immanuel Kant, ed. by M.
Gregor, Cambridge, Cambridge University Press, 1996.
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“Suppose someone asserts of his lustful inclination that, when the desired object and the
opportunity are present, it is quite irresistible to him; ask him whether, if a gallows were erected in
front of the house where he finds this opportunity and he would be hanged on it immediately after
gratifying his lust, he would not then control his inclination. One need not conjecture very long
what he would reply. But ask him whether, if his prince demanded, on pain of the same immediate
execution, that he give false testimony against an honorable man whom the prince would like to
destroy under a plausible pretext, he would consider it possible to overcome his love of life,
however great it may be. He would perhaps not venture to assert whether he would do it or not,
but he must admit without hesitation that it would be possible for him. He judges, therefore, that
he can do something because he is aware that he ought to do it and cognizes freedom within him,
which, without the moral law, would have remained unknown to him.”

“Morality first discloses to us the concept of freedom”

I. Kant, Critique of practical reason, 1788, in Practical Philosophy, The Cambridge Edition of the Works of Immanuel Kant, ed. by M.
Gregor, Cambridge, Cambridge University Press, 1996.



This Master is run under the context of Action
No 2020-EU-IA-0087, co-financed by the EU CEF Telecom

under GA nr. INEA/CEF/ICT/A2020/2267423

Master programmes in Artificial

Intelligence 4 Careers in Europe

Thank you. Any questions?

daniela.tafani@unibo.it


